The convolutional neural network (CNN) is a neural network that is composed of one or more convolutional and pooling layers in the architecture. Array data such as images, local groups of values are often highly correlated, forming locally distinctive features. The convolutional layer can detect such spatial features while the pooling layer can merge semantically similar features into one. The CNN has been originally applied in speech recognition, document reading, and object detection in images (LeCun et al., 2015). Because of the higher performance of the CNN in feature extraction and prediction than classical approaches, the CNN are nowadays applied in agricultural studies such as image-based plant disease detection (Sharma et al., 2020) and crop yield estimation (﻿Nevavuori et al., 2019). Furthermore, a recent study demonstrated that the CNN model had a higher prediction accuracy than classical machine learning algorithm such as random forest in modeling crop yield response to management and environmental variables because the CNN was expected to capture spatial structure of different attributes (e.g. elevation and soil map) affecting crop yield (Barbosa et al., 2020).

In this study, one of the multi-stream CNN architectures proposed by Barbosa et al. (2020) (called Late Fusion), was used with modifications. Briefly, each input size is 6 × 6 (e.g. alpha, beta, etc.) excluding the nitrogen rate. Although the spatial resolution of input size is finer in the CNN model than the other machine learning models (e.g. random forest, causal forest, etc.), the area of each cell (X × X m) is the same among the models. On the other hand, the input size of the nitrogen rate is treated as 1 × 1 because it is spatially homogenous within each cell. Firstly, each input is connected to an independent convolutional layer with eight 3 × 3 filters each with stride one, followed by a 2 × 2 max-pooling layer with stride two. Then, a fully-connected ﻿rectified linear unit (ReLU) layer with sixteen neurons is added after each max-pooling layer, followed by a single ReLU neuron. Finally, multiple neurons are concatenated and fed to the fully-connected ReLU layer with sixteen neurons, followed by an output with a linear activation function. Barbosa et al. (2020) demonstrated that this architecture had the best performance for modeling crop yield response to nitrogen rate management among several CNN architectures. The CNN model was implemented in Python v3.7.6 using Pytorch v1.7.0 (Paszke et al. 2017). The Adam optimizer (Kingma and Ba, 2014) was used with a learning rate of 0.001% (default value). To avoid overfitting, early stopping was used monitoring validation loss with a patience of 10 epochs.
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